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What areas does Multimedia touch 

 Multimedia application touches on most of the fun 
components: games, movies etc. Multimedia 
require technologies from across CS, arts etc. 

 Networks and Operating Systems: Media objects 
have real time constraints, objects are large 
 OS scheduling, storage system design, data block 

placement, network management, routing, security etc. 

 Multimedia coding: Content analysis, retrieval, 
compression, processing and security 

 Multimedia tools, end systems and applications: 
Hypermedia systems, user interfaces, authoring 
systems … 
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Topics to be covered 

 Most of the topics from the book, get people up to 
speed and then discuss recent work from papers. 

 Focus on breadth rather than depth. There is way 
too much to cover as it is. 
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Grade distribution 

 Home work assignments: 7 x 8 pts 
 We will have seven written take home assignments (even 

two weeks) 
 Home work projects: 2 x 9 pts 

 We will have two projects to experiment with the 
technologies that we discuss. Projects are groups of two. 

 Mid term exams: 10 pts, Final Exams: 16 pts 
  in class, open book/notes affair 

 Minimal programming – many of the low level 
components are quite hard to code.  
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Homework projects 

 Projects are group (ideally two) efforts. 
 Each project should be electronically turned in with 

a succinct report on what you learned 
 Maximal freedom in trying out ideas 
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Reevaluation policy 

 Arithmetic errors, missed grading will be 
reevaluated promptly 

 I encourage you to discuss concerns with your 
solution with me 

 I discourage re-evaluation of partial credits (partial 
credits are based on the complexity of your solution 
and the overall class performance): 
  Football penalty policy: 

If you think you deserve a better partial grade, write down the 
reason why you think that you deserve a better grade and 
how many extra points you think you deserve. If I agree, 
you could get up to this many extra points. If I disagree, you 
will lose this much points. You can increase your odds by 
performing experiments to prove your answer 
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Late policy 

 None – Projects/homework/critiques are due at 
1:55 pm (right before the beginning of class). I do 
not accept late submissions (not even a 
second) 

 Please contact me regarding unforeseen 
emergencies 
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Academic Honesty 

 Freedom of information rule: 
 Collaboration is acceptable (even for individual 

efforts such as take home assignments as long 
as you follow the rules of this course) 

 To assure that all collaboration is on the level, 
you must always write the name(s) of your 
collaborators on your assignment. Failure to 
adequately acknowledge your contributors is at 
best a lapse of professional etiquette, and at 
worst it is plagiarism. Plagiarism is a form of 
cheating. 
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Academic Honesty – Gilligans Island 
Rule 
 This rule says that you are free to meet with fellow 

students(s) and discuss assignments with them. 
Writing on a board or shared piece of paper is 
acceptable during the meeting; however, you may 
not take any written (electronic or otherwise) 
record away from the meeting. This applies when 
the assignment is supposed to be an individual 
effort. After the meeting, engage in half hour of 
mind-numbing activity (like watching an episode of 
Gilligan's Island), before starting to work on the 
assignment. This will assure that you are able to 
reconstruct what you learned from the meeting, 
by yourself, using your own brain.  
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CSE 4/60373: Multimedia Systems 

 Chapter 4: Color in Image and Video 
 Understand limitations of eye and displays in order to 

exploit them for better compression and display 

 Chapter 3: Graphics and Image Data 
Representations 
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Human vision system 

 Humans can see 300-700 nm electromagnetic 
radiation 

 Eye has a bandwidth ~ 8.75 Mbps 
 Bright light - color vision, low light - b&w vision 

  6 million cones, RGB cones are in ratio 40:20:1 
 Eye perceives differences - strong blue perception 
 Most sensitive to green 
 People prefer slightly reddish tint for human portraits 

 Eyes cannot see high frequency (small changes) 
 Eyes cannot perceive color as well as brightness 

 For eyes to see, the object must be illuminated or 
self-illuminating 
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Luminous Efficiency curve V(λ) 
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Reproducing objects 

 Each “display” device has its own quirks 
 Monitors behave differently than print (dye based) 
 For monitor: we want a linear response, instead the 

responce at lower levels is sluggish 
 Gamma corrections fixes this 
 RGB - additive colors 
  For print: Cyan-Magenta-Yellow (subtractive color) 
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Gamma correction 

 Different monitors 
have different 
Gammas 

 NTSC performs 
gamma correction on 
the camera because 
TVs could not perform 
Gamma correction 
when NTSC was 
designed 
 NTSC - 2.2, PAL/

SECAM - 2.8, MAC - 
1.8, PC - none 
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Color matching 

 How can we compare colors? 
 Many different ways including CIE chromacity 

diagram 
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4.2 Color Models in Images 

 Colors models and spaces used for stored, displayed, 
and printed images. 

 RGB Color Model for CRT Displays 

  We expect to be able to use 8 bits per color channel for color 
that is accurate enough. 

  However, in fact we have to use about 12 bits per channel to 
avoid an aliasing effect in dark image areas — contour 
bands that result from gamma correction. 

  For images produced from computer graphics, we store 
integers proportional to intensity in the frame buffer. So 
should have a gamma correction LUT between the frame 
buffer and the CRT. 
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sRGB color space 

 Extremetities of the 
triangle define the 
primaries and lines 
describe the boundaries of 
what the display can show. 
D65 is a “white” point 

 Each display different 
 Out-of-gamut colors 

outside triangle 
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  Table 4.1: Chromaticities and White Points of Monitor Specifications 

Li & Drew
18


Red Green  Blue  White Point 

System xr yr xg yg xb yb xW yW 

NTSC 0.67 0.33 0.21 0.71 0.14 0.08 0.3101 0.3162 

SMPTE 0.630 0.34
0 

0.31
0 

0.59
5  

0.15
5 

0.07
0 

0.3127 0.3291 

EBU 0.64 0.33 0.29 0.60  0.15 0.06 0.3127 0.3291 
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Monitor vs Film 

 Monitor vs Film 

 Digital cameras 
use 
monochromatic 
pixels and 
extrapolate 

 Twice as much 
green pixels as 
eye is sensitive to 
green 

GRGR 
BGBG 
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4.3 Color Models in Video 

 Video Color Transforms 
  Largely derived from older analog methods of coding 

color for TV.  Luminance is separated from color 
information. 

 YIQ is used to transmit TV signals in North America and 
Japan.This coding also makes its way into VHS video 
tape coding in these countries since video tape 
technologies also use YIQ. 

  In Europe, video tape uses the PAL or SECAM codings, 
which are based on TV that uses a matrix transform 
called YUV. 

  Finally, digital video mostly uses a matrix transform called 
YCbCr that is closely related to YUV 
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YUV (related to YCbCr) 
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Color spaces 

 RGB - 8 bits per color 
 YCbCr - Y is the luminance 

component and Cb and Cr 
are Chroma components 

 Human eye is not sensitive to 
color 
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Graphics/Image Data Representations 

 1 Bit Image (bitmaps) - use 1 bit per pixels 

 8 bit gray-level image 
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Images 

 Bitmap: The two-dimensional array of pixel values 
that represents the graphics/image data. 

 Image resolution refers to the number of pixels in a 
digital image (higher resolution always yields better 
quality) 
  Fairly high resolution for such an image might be 1600 x 

1200, whereas lower resolution might be 640 x 480 

 dithering is used to print: which trades intensity 
resolution for spatial resolution to provide ability to 
print multi-level images on 2-level (1-bit) printers  

 TrueColor (24 bit image) 
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Fig. 3.4: Dithering of grayscale images. 

 (a): 8-bit grey image “lenagray.bmp”. (b): Dithered version of the 
image. (c): Detail of dithered version. 

(a)
 (b)
 (c)
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8-bit color image 

 Can show up to 256 colors 
 Use color lookup table to map 256 of the 24-bit 

color (rather than choosing 256 colors equally 
spaced) 
 Back in the days, displays could only show 256 colors. If 

you use a LUT for all applications, then display looked 
uniformly bad. You can choose a table per application in 
which case application switch involved CLUT switch and 
so you can’t see windows from other applications at all 



page 27 1/16/09 CSE 40373/60373: Multimedia Systems 



page 28 1/16/09 CSE 40373/60373: Multimedia Systems 

24-bit Color Images 

 In a color 24-bit image, each pixel is represented 
by three bytes, usually representing RGB. 
  - This format supports 256 x 256 x 256 possible 

combined colors, or a total of 16,777,216 possible colors. 
  - However such flexibility does result in a storage penalty: 

A 640 x 480 24-bit color image would require 921.6 kB of 
storage without any compression. 

 An important point: many 24-bit color images are 
actually stored as 32-bit images, with the extra byte 
of data for each pixel used to store an alpha value 
representing special effect information (e.g., 
transparency) 
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Popular Image Formats 

 GIF 
  Lossless compression 
  8 bit images 
 Can use standard LUT or custom LUT 
  LZW compression 
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JPEG 

 Lossy compression of TrueColor Image (24 bit) 
 Human eye cannot see high frequency 

 Transform from spatial to frequency domain using discrete 
cosine transformation (DCT) (fast fourier approximation) 

  In frequency domain, use quantization table to drop high 
frequency components. The Q-table is scaled and divided 
image blocks. Choice of Q-table is an art. Based on lots of 
user studies. (lossy) 

 Use entropy encoding - Huffman encoding on Quantized 
bits (lossless) 

 Reverse DCT to get original object 
 Human eye cannot discern chroma information 

 Aggresively drop chroma components. Convert image from 
RGB to YCbCr. Drop Chroma using 4:2:0 subsampling 
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JPEG artifacts 
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JPEG artifacts 
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Other formats 

 PNG 
 TIFF 

 Container for JPEG or other compression 

 JPEG is a compression technique, JFIF is the file 
format. A JPEG file is really JFIF file. TIFF is a file 
format. 

 Postscript is a vector graphics language 
 Encapsulated PS adds some header info such as 

bounding box 

 PDF is a container for PS, compression and other 
goodies 
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Summary 

 Multimedia technologies use the limitations of 
human vision and devices in order to achieve good 
compression 

 What does this mean for surveillance applications? 
Are the assumptions made by JPEG still true for 
applications that are analyzing images for other 
purposes 


