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Abstract—The ability of a web service to provide low-latency access to
its contents is constrained by available network bandwidth. It is impor-
tant for the service to manage available bandwidth wisely. While provid-
ing differentiated quality of service (QoS) is typically enforced through
network mechanisms, in this paper we introduce a robust mechanism for
managing network resources at the application level. We use transcoding
to allow web servers to customize the size of objects constituting a web
page, and hence the bandwidth consumed by that page, by dynamically
varying the size of multimedia objects on a per-client basis. We leverage
earlier work on characterizing quality versus size tradeoffs in transcoding
JPEG images to dynamically determine the quality and size of the object
to transmit. We evaluate the performance benefits of incorporating this
information in a series of bandwidth management policies. We develop
metrics to measure the performance of our system. We use realistic work-
loads and access scenarios to drive our system.

The principal contribution of this work is the demonstration that it is
possible to use informed transcoding techniques to provide differentiated
service and to dynamically allocate available bandwidth among different
client classes, while delivering a high degree of information content (qual-
ity factor) for all clients.

Keywords— Quality Aware Transcoding, Differentiated Web Service,
Quality of Service

I. I NTRODUCTION

THE web is emerging as the primary data dissemination
mechanism for a variety of applications. A primary goal

of a web service is to provide low latency access to its contents.
However, during times of high demand, this goal is compro-
mised by locally available network bandwidth.

Caching at web proxies is one traditional technique to ad-
dress bandwidth limitations by replicating objects. How-
ever, much web content is dynamically generated (maps, stock
charts, etc.) or un-cacheable (sites selling access to images or
movies). With the availability of low cost commodity compute
servers, the network costs far outweigh the cost of other com-
puting resources designed to consume such bandwidth. Web
services do not want to add expensive bandwidth without clear
policies to allocate the bandwidth. Hence, we focus our atten-
tion on differentiated allocation of network bandwidth.

The following important trends illustrate the need for a dif-
ferentiated QoS system:
E-commerce: E-commerce and subscription based services

such as Proflowers and ESPN want to prioritize their con-
sumers based on their subscription status, prior access history
and their current status (e.g., a customer with a purchasing his-
tory or one with a full shopping cart). To retain their paying
customers, these sites need to maintain better QoS for the pre-
ferred customers. In order to convince new users to subscribe,
these sites need to provide quality teaser objects.
Web hosting: As the complexity of maintaining a web site

increases, there is a trend towards hosting services (e.g., [1])

that maintain web pages on behalf of their customers. These
hosting services charge their customers based on the size of the
web site and the aggregate consumed bandwidth. One of the
problems encountered by web hosting services is that “flash
users” in another web site hosted by the same hosting service
can degrade the performance for all the other locally hosted
sites. Current web hosting services use a laissez-faire approach
in managing their bandwidth. However, customers of these
hosting services will demand performance guarantees, effec-
tively forcing the servers to provide differentiated services.

In such a scenario, differentiated service can allow the sys-
tem to provide better service for certain customers, based on
their status and the current network environment. Differenti-
ated service enables:
• Web services to dynamically allocate the available band-
width among different user classes,
• Subscription services to provide different versions of con-
tents to clients based on customer status (subscriber versus
non-subscriber),
• Web hosting services to share their bandwidth for different
classes of hosted clients,
• E-commerce sites to allocate their bandwidth to customers
who are making a sale, and
• Flexibility to redirect unused preferred resources to non-
preferred customers.

By some estimates [2], about 77% of the data bytes accessed
across the web are from multimedia objects such as images,
audio and video clips. Of these, 67% of the data are transferred
for images. Hence, we focus our attention on image data.

Our approach to providing differentiated QoS is to transmit
variations of the same multimedia object at different sizes, al-
lowing some control over the amount of bandwidth consumed
in transmitting a page to a particular client. The key insight
behind our work is that allocation of critical network resources
can be done dynamically at the application level in response to
client access patterns.

The feasibility of our differentiated service scheme depends
on the availability of a range of variations for the content so
that the server can choose the correct variation for the current
network operating environment. While the content provider
can manually provide a number of different variations for use
by the system, an automatic technique allows the system to
dynamically adapt to variability in network performance and
client characteristics.

We use transcoding to dynamically create variations of the
same multimedia object. Transcoding is a transformation that
is used to convert a multimedia object from one form to another
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(frequently trading off object fidelity for size). By their very
nature, multimedia objects are amenable to soft access through
a quality-versus-size tradeoff.

For transcoding to provide the degree of control needed to
deliver differentiated service, we need to understand its inher-
ent tradeoff characteristics: the information quality loss, the
computational overhead required in computing the transcoding
and the potential benefits of reduced bandwidth requirements.
To illustrate for one specific case, our earlier work [3] char-
acterized the information quality tradeoffs, the computational
requirements and the potential size reductions for transcodings
that change the JPEG [4] compression metric. In our compan-
ion work [5], we analyzed the transcoding characteristics of
web images and showed that changing the compression metric
of a JPEG image is a promising transcoding for JPEG images
accessed on the web.

In this paper, we shift our attention to server performance.
We explore the potential benefits and overhead in providing
differentiated service for different classes of users and bet-
ter utilization of the scarce network resources available to the
server by performing informed transcoding. This implies sev-
eral sub-problems: the first problem is to precisely define the
performance metrics that can measure the performance of our
system. Next, we need to identify realistic access scenarios and
workloads so that the results are valid for a range of scenarios.
Our system will be successful if it can perform adequately for
our metrics under realistic scenarios.

Towards this end, we develop metrics to measure our sys-
tem performance. We use realistic workloads gleaned from
popular web sites to drive a modified Apache web server [6].
While we use adjusting the JPEG compression metric as the
informed transcoding technique in this paper, we believe that
our results are equally valid for any transcoding with well un-
derstood tradeoff characteristics.

The principal contribution of this work is the demonstration
that an application-level technique, informed transcoding, can
provide efficient and dynamic differentiated service. We show
how a web server can dynamically allocate available band-
width among different client classes, while delivering a high
degree of information content (Quality factor) for all clients.
Our results make it possible for a heavily loaded web server to
selectively reduce the information Quality factor of its multi-
media images without resorting to ad-hoc service denials.

The rest of the paper is organized as follows: Section II re-
views our previous work as the necessary background. Section
III outlines the experiment objectives and design constraints,
the system architecture, the workload used and implementation
details of our system. The experimental results are described
in Section IV. Section V places our work in context to other
related work with conclusions and future work in Section VI.

II. BACKGROUND: QUALITY AWARE TRANSCODING

Quality aware transcoding is the enabling technology for our
research. Transcoding operations are often performed to fit an

object to the characteristics of the display device. Images have
been transcoded to thumb-nails, gray-scale, progressive for-
mats as well as transcoded to textual information. For exam-
ple, full color JPEG images are transcoded to a bitmap form to
reduce latency for modem users [7]. Our focus is on transcod-
ing to reduce bandwidth requirements on the server. Very little
work has been done in determining the level of transcoding
needed to be effective at bandwidth reduction and in quantify-
ing the actual information loss and computational characteris-
tics of those transcoding operations.

In our companion work [5], we analyzed the transcoding
characteristics of web images and showed that changing the
compression metric of a JPEG image is a promising transcod-
ing for JPEG images accessed on the web. Hence, we char-
acterized the tradeoffs inherent to a transcoding that changed
a JPEG compression metric, such as the JPEG Quality factor
[3]. Reconstructing the original Quality factor that used to pro-
duce the image is necessary so loss in quality becomes mean-
ingful. Using the quantization tables stored in the JFIF [8]
headers, we developed an algorithm to predict the Independent
JPEG Group’s (IJG) [9] equivalent of the JPEG Quality factor
for images compressed using popular JPEG compressors from
IJG, Adobe Photoshop and Paint Shop Pro. We utilized results
showing that the information quality loss directly corresponds
to the change in the JPEG Quality factor [10], [11].

Next, we characterized the computational overhead and the
expected change in image size for a particular transcoding. We
showed that the computational requirements for a transcoding
that changes the JPEG Quality factor do not depend on the ac-
tual Quality factor change, but on the sum of Minimum Code
Unit (MCU) block counts for all the different color space com-
ponents. We showed that this transcoding can be performed
entirely in the frequency domain, avoiding computationally ex-
pensive Fourier (FFT) transformations.

We also developed a heuristic to predict if an image will
transcode efficiently, wherein it loses more in size than in im-
age quality. We empirically showed that images with high
coefficients for low frequency components as well as images
with initial JPEG Quality factor greater than 80 can transcode
images efficiently at a significantly better percentage than the
base case of all the images.

These previous results are the enabling technology for our
research effort.

III. E XPERIMENT OBJECTIVES ANDDESIGN

A. Objectives

Our experiments are designed to answer the following ques-
tions:
• For a web service offering differentiated service, can quality
aware transcoding allow the web service to better manage its
available bandwidth?
• For a web server offering differentiated service, can quality
aware transcoding allow the web service to provide differential
service for preferred and ordinary clients?
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Fig. 1. System Architecture

B. System Architecture

The system that we envision is described in Fig. 1. The web
server uses transcoding to provide differentiated service. The
transcoding required to provide differentiated service for static
images is performed once and the results of the transcoding are
cached for reuse. Even though the transcoding adds a compu-
tational and storage overhead, as quantified by [3], in this study
we are mostly concerned with the limited, expensive network
bandwidth to the Web server.

C. Performance Measures

The goal of a web server that offers differentiated service
is to serve as many users as possible at sufficiently attractive
levels of quality and latency to gain and retain their business.
The chief constraint to the ability to serve many users is the
limited net bandwidth available to the wide area network. Web
servers are typically served by multiple T1, T3 or LAN links.

In such an operating environment, the following measures
capture the performance of a web server.
• Bandwidth Consumed: Bandwidth control is the primary
constraint for our research. The goal is to maintain the band-
width consumed within pre-defined levels, regardless of the
Web traffic.
• Image Quality Factor: Since transcoding trades off im-
age information quality for size, the Quality factor of images
served gives an indication of the quality tradeoff. The goal is
to maintain as much information quality as possible, within the
constraints of the available network bandwidth.
• Client Access latency: Client experience not only depends
on the information quality factor, but also on the latency of ac-
cessing the images. Using results from human factors research,
we use ten seconds as the threshold on acceptable client la-
tency. Lower latency is important for e-commerce sites that
want to attract customers.

D. Web Service Policies

For our experiments, we explore the following policy alter-
natives for bandwidth control.

• Traditional: First, we analyze the performance of the base
Web service without any bandwidth control mechanisms. For
our experiments, we use the unmodified Apache Web server
for the base case.
• Modbandwidth: Next, we analyze the performance of
a bandwidth limiting web service that prioritizes the net-
work packets, delaying packets associated with low prior-
ity requests. For our experiments, we use the Apache
mod_bandwidth module to restrict the bandwidth consump-
tion.
• Denial: Next, we analyze the performance of a bandwidth
management scheme that temporarily denies requests under
heavily loaded conditions. The users are expected to defer
attempting to access these denied resources until the server
becomes less loaded. For our experiments, we modify the
Apache Web server to return the HTTP [12] error code “503:
Service Unavailable” to deny requests during heaving loaded
conditions.
• Transcoding:Finally, we analyze the performance of a web
service that offers differentiated web service by transcoding an
image to a number of variations. The choice of the number of
variations is a compromise between fine control of object sizes
and storage requirements to store the variants. A goal in image
transcoding is to ensure that that any loss in image quality is
efficient, defined as a transcoding that loses at least as much in
image size as the loss in image information quality [3].

E. Experimental Workload

The effectiveness of our study depends on the realism of the
workload presented to the system under test which includes the
requests as well as the JPEG images that are used as targets of
the requests. The requests should capture the behavior of a
typical, heavily loaded web service. The kind of web server
that we envision has access to high quality images that can be
automatically transcoded by the server.

In order to generate such realistic requests, we need to first
develop the access trace to the web service. Then, we need to
develop the JPEG images that are the targets of these requests.
Next, we need to develop ways of generating requests from
preferred customers, so that the system can provide differenti-
ated service.

E.1 Access Traces

The realism of our experiments depends on the accuracy
with which we can model typical client accesses to a popu-
lar web server. We need a client access trace that captures the
client request arrival times so that we can compare our sys-
tem to existing approaches. Unfortunately, popular web sites
consider this access information proprietary and hence do not
want to share this information.

Hence, we develop a synthetic access trace to closely ap-
proximate observable access patterns. We sample the accesses
to popular web servers by analyzing accesses made via the
NLANR [13] proxy caches. For our experiments, we ana-
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Fig. 2. Accesses to geocities.com via IRCache @ Boulder, CO (Mar 23, 1999)

lyzed the proxy traces collected on March 23, 1999 from the
NLANR proxy at NCAR and NCSA. NCAR predominantly
serves the .com US domain and NCSA serves .net, .edu and
.org US domains. For our experiments we use the accesses to
geocities.com, which was ranked among the top ten popular
Web sites by Nielsen Netrankings [14].

The number of accesses to geocities.com, via the NLANR
proxy, measured in 5 minute intervals, is plotted in Fig. 2. We
measured an average traffic of 0.2 accesses/sec. From Fig. 2,
we note that the accesses show wide variability within short in-
tervals of time. We noted similar spikes in all the other popular
web sites accessed through the NLANR proxy.

However, over a 24 hour period, the accesses show an over-
all trend of higher accesses during evening hours and lower
accesses during early morning hours. Earlier work [15] identi-
fies similar hourly variations.

We use these sampled accesses to model a synthetic access
trace for our work. Based on the characteristics in Fig. 2,
our trace changes its access rate every 30 seconds to model
the diurnal influence on access rates. For the experiments de-
scribed in Section IV, we scale our access trace to approxi-
mately 12,500 seconds (3.5 hours).

E.2 Image Collection

The next parameter of our workload is the composition of
the collection of actual JPEG images that are served for re-
quests to the web service.

In keeping with the e-commerce thrust of our work, we
used 3531 JPEG images totaling 38 MB, downloaded from
BMW.com, Proflowers.com and Starwars.com. Each of the ac-
cesses in our synthetic trace (described in the Section III-E.1)
is assumed to to a random element within this image set. We
are currently investigating more realistic models for web page
contents and structure. However, the results presented in this
paper validate a web server’s ability to control consumed band-

width and to provide differentiated quality of service through
transcoding.

For the JPEG images in our collection, we plot the cumula-
tive distribution of the image size and the original JPEG Qual-
ity factor in Fig. 3. From Fig. 3(a), we note that the images
are of high quality, 60% of the images have JPEG Quality fac-
tor higher than 70. From Fig. 3(b), we note that 40% of the
images are bigger than 10 KB.

In our system, the images are transcoded by the server to
a number of images of different Quality factor values. Next
we perform experiments to measure the number of variations
possible for the images in our workload.

For the images in our workload, we transcode the images
to a percentage of the original Quality factor and measure the
percentage of images that transcode efficiently. Recall that an
efficient transcoding loses no more in quality factor than in size
(as a percentage of the original value of each parameter) [3].
The results are plotted in Fig. 3(c).

From Fig. 3(c), we note that there is a significant drop in
the percentage of images that transcode efficiently when the
images are transcoded to a Quality factor of 30% or less of the
original image Quality factor. Hence, for our experiments, we
transcode the original images to Quality factor values of 90%,
80%, 70%, 60%, 50%, 40% and 30% of the original image
Quality factor. For our workload, the transcode cache takes
165 MBs, a nominal amount of storage by today’s standards.

E.3 Client Classes

The next workload parameter we consider involves devel-
oping ways to generate accesses from different client classes.
For our experiments, we modify http_load to generate a con-
figurable percentage of requests from different client classes.
The http_load informs the server about the class that a request
belongs to using custom HTTP headers.

F. Implementation Details

For our experiments, we used a 450 MHz Pentium-III on
an Asus P2B motherboard with an Intel 440BX chipset, with
512 MB of main memory, running FreeBSD 4.0. We recon-
figured the FreeBSD kernel with morembufs to handle the
higher network loads. The image collections and the server’s
internal transcoded images were downloaded from the origi-
nal web servers and stored on two separate, dedicated 21 GB
IBM DeskStar 22GXP drives on separate Promise Ultra/33
IDE channels.

Web Server: We modified the Apache Server [6] to offer
differentiated service by choosing a number of transcoded im-
age variants. We used the Independent JPEG Group’s [9] JPEG
library, along with the transcoding algorithm described in [3]
to generate variations of the images. We modified Apache
server to keep track of the current bandwidth utilization for
the different user classes. Since the request pattern and hence
the bandwidth consumption is bursty, the server computes the
bandwidth trend by averaging over the past 30 minute inter-
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val. The server implements theTranscodingmechanism as fol-
lows: If the average consumed bandwidth for the past half hour
(measured every second) is more than the target bandwidth, the
server serves proportionately lower quality variations of im-
ages. However when the consumed bandwidth exceeds twice
the target bandwidth, the server denies further requests.

Client: We used http_load [16] to simulate accesses from
clients using slow networks. http_load is a multi-processing
http test client. We modified http_load so that it can compute
the individual access latencies. We also modified http_load so
that it can play back the client access traces generated from the
NLANR proxy traces, as described in Section III-E.1.
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IV. RESULTS

A. Bandwidth Control

First we analyze the ability of a web service to manage its
bandwidth consumption using quality aware transcoding.

The raw access traces that we had collected from the
NLANR proxies represent a fraction of the actual accesses to
the web site. In order to simulate a realistic workload, we need
to scale these traces to match the accesses to the actual server.
Using the reach measures from Nielsen’s Netratings [14], we
estimated the average access rate to geocities.com at 154 ac-
cesses per second. We empirically measured that theMod-
bandwidthscheme cannot handle such loads because of the
buildup of kernel buffer space as packets are delayed. Thus,
for our experiments, we scale the number of raw accesses per
time interval by a factor of thirty to generate a sufficiently de-

0

20

40

60

80

100

0 500 1000 1500 2000 2500

C
um

ul
at

iv
e 

D
is

tr
ib

ut
io

n

Bandwidth Consumed (KB)

Traditional 
Denial Other

Denial Pref
Transcoding Other

Transcoding Pref
Target Pref

Target Overall

(a) Bandwidth Consumed

0

500000

1e+06

1.5e+06

2e+06

2.5e+06

3e+06

0 2000 4000 6000 8000 10000 12000 14000

B
an

dw
id

th
 U

se
d 

(B
yt

es
)

Experiment Time (secs)

Traditional 
Denial Other

Denial Pref
Transcoding Other

Transcoding Pref

(b) Bandwidth Consumed with time

0

20

40

60

80

100

0 10 20 30 40 50 60 70 80 90 100

C
um

ul
at

iv
e 

D
is

tr
ib

ut
io

n

Image Quality Factor

Traditional
Denial Other

Denial Pref
Transcoding Other

Transcoding Pref

(c) Image Quality factor

Fig. 6. Differentiated Service (Preferred Clients=20%, Reserved Band-
width=400 KB/s, Target Bandwidth=1 MB/s)

0-7803-5883-X/00/$10.00 (c) 2000 IEEE IEEE INFOCOM 2000



manding reference access stream. We measured the average
access rate for our traces at 5.7 accesses/second. We simulated
a web service that targets the bandwidth consumed to be 200
KB/s. We measured the average bandwidth demanded by this
trace at 365 KB/s.

We plot the bandwidth consumed by the server, for the var-
ious service policies in Fig. 4. Fig. 4(a) plots the cumulative
distribution of the bandwidth consumed and Fig. 4(b) plots
the bandwidth consumption with experiment time (smoothed
using a bezier function).

From 4(a), we note thatTraditional overshoots the target
bandwidth 65% of the time, whileModbandwidth, Denialand
Transcodingovershoot the target bandwidth 0%, 35% and 45%
of the time, respectively. OurTranscodingbandwidth manage-
ment algorithm reacts to average consumed bandwidth within
the past half hour. Hence, the algorithm misses sudden band-
width spikes. We note that the percentage of egregious abuse
of bandwidth (over 600 KB) is lower forTranscodingthan with
theTraditionalpolicy.

From 4(a), we note thatModbandwidthandDenialprovides
the best control over bandwidth. However, as we demonstrate
below, this control comes at the cost of driving client latencies
to unacceptable levels. Recall that Apache controls bandwidth
by delaying network bandwidth, increasing client latency and
consuming additional kernel resources (mbufs). Fig. 4(b), also
highlights theTranscodingscheme’s inability to adequately re-
spond to flash crowds. For example, theTranscodingscheme
takes some time to respond to the flash crowds at time=2600
seconds. This delay forces theTranscodingto consume up to
400 KB/s. Also, when the target bandwidth is smaller than
the requested bandwidth, (time=7000 seconds), theTranscod-
ing scheme consumes as much as 400 KB/s because of the
high bandwidth differential. This limitation is largely a result
of the smoothing function we employ to filter out short term
bursts in client accesses. We are currently investigating alter-
nate functions that respond more quickly to sustained bursts
while filtering short-term effects.

Next, we measure the performance of the system using the
server latencies and Quality factor of the images served to the
clients. Fig. 5(a) and Fig. 5(b) plot the Quality factor of the
images and server latencies as cumulative distributions respec-
tively. Denied requests are marked with a infinite service la-
tency and Quality factor of 0.

From 5(a), we note thatModbandwidthdenies over 65%
of the requests. As the heavily loaded server tries to man-
age bandwidth by delaying network packets, the number of
open network connections increases leading to service denial
for newer client requests.Denialscheme denies about 50% of
the requests. On the other hand, theTranscodingpolicy grace-
fully degrades the Quality factor for the images served.

From 5(b), we note that the service latencies are quite high
for the Modbandwidthscheme; 90% of the requests take ten
seconds or more to service. Images served byTraditional, De-
nial (those not denied) andTranscodingtake less than a sec-
ond. The x axis is plotted using a logarithmic scale.

We conclude thatTranscodingprovides useful bandwidth
control by gracefully degrading image Quality factors. We
note thatTranscodingdoes not control bandwidth effectively
in the presence of flash crowds and if there is a wide differ-
ential between target and requested bandwidth.Denial and
Modbandwidthcontrol their bandwidth consumption by (un-
acceptably) denying service for a large portion of the images.

B. Differentiated Web Service

Next, we analyze the ability of the bandwidth managements
schemes to dynamically provide differentiated Web services to
preferred clients. SinceModbandwidthperforms with unac-
ceptable latencies, we only compare theDenialandTranscod-
ing schemes. We measure the performance of theTraditional
scheme for reference.

TheTranscodingscheme controls the consumed bandwidth
for the different classes by proportionately reducing the image
quality until the consumed bandwidth equals twice the target
bandwidth, at which point further requests are denied. For pre-
ferred clients, the server reduces the image Quality factor of
the images served at a rate that is proportional to the overall
target bandwidth. For the rest of the clients, the server reduces
the image Quality factor of the images served at a rate that is
proportional to the left over bandwidth.

TheDenialscheme manages bandwidth by serving a HTTP
503 error code when the consumed bandwidth overshoots the
target bandwidth. The scheme does not deny service to pre-
ferred clients if the bandwidth consumption does not exceed
the bandwidth allocated for preferred clients.

Since we do not perform experiments using theModband-
wdithscheme, we are able to scale the number of raw accesses
per time interval by a factor of 150 to generate the reference
access stream for this set of experiments. We measured the
average access rate for our traces at 28.6 accesses/second. We
simulated a web service that targets the bandwidth consumed
to be 1 MB/s. We measured the average bandwidth demanded
by this trace at 1.5 MB/s. To provide differentiated service,
we configured theDenial and Transcodingschemes to allo-
cate 40% of their available bandwidth for the preferred clients.
We configured 20% of the clients to be preferred clients. The
test client notifies the server of the request class using custom
HTTP headers.

The results are plotted in Fig. 6. Fig. 6(a), plots the
bandwidth consumed by the server as a cumulative distribution
while Fig. 6(b) plots the bandwidth consumed with experiment
time. Fig. 6(c) plots the cumulative distribution of the average
Quality factor of the images served. Throughout the experi-
ments, we measured the service latency to be under a second
for images served (i.e., when not denied) for the various user
classes.

From Fig. 6(a), we note that theDenial andTranscoding
provide bandwidth control for the different client classes. For
the preferred clients in theDenial andTranscodingschemes,
90% and 65% of the preferred clients consume less than 400

0-7803-5883-X/00/$10.00 (c) 2000 IEEE IEEE INFOCOM 2000



KB/s.
Fig. 6(b), shows the results with experiment time for ref-

erence. Since the target bandwidth is closer to the maximum
bandwidth, the system has better latitude in managing its band-
width and hence better handles the heavy load (at time=4500
seconds).

From Fig. 6(c), we note thatDenial scheme denies service
for 40% of the preferred and general clients. With increased
server load, theDenialscheme does not have latitude in man-
aging differentiated service. We speculate that a better alterna-
tive for providing differentiated service would be to completely
deny service to non-preferred clients.

However,Transcodingprovides graceful degradation of im-
age Quality factors with the preferred clients served at Quality
factors that closely follow the original images. Non-preferred
clients are served at a lower image Quality factor.

Hence we conclude that for a service offering differenti-
ated Quality of service,Transcodingprovides images of better
Quality factors to the preferred clients while degrading grace-
fully for non-preferred clients.Denial could not provide dif-
ferentiated QoS without completely denying accesses to non-
preferred clients.

V. RELATED WORK

A. Network Level QoS techniques

A number of research efforts focus on providing differen-
tiated service in the networking infrastructure. For example,
the IETF working groups on Integrated Services [17], [18] and
Differentiated Services [19] have identified a number of issues
in providing differentiated service at the network level. A num-
ber of systems [20], [21], [22] have used network level tech-
niques to provide differentiated services for the Internet. Vogel
et al. [23] present a survey of techniques used to provide qual-
ity of service within distributed multimedia systems.

B. System Level QoS techniques

At the system level, a number of systems attempt to pro-
vide differentiated quality of service for the web using priority
based schemes. The fundamental problem faced by a priority
based scheme is that lowering the delivery priority increases
the access latencies for multimedia objects (as multimedia ob-
jects tend to be large). Traditional human factors research
[24] has shown that the response time for accessing a resource
should be in the 1 to 10 second range for information to be
useful. If the response time is longer than this range, the users
tend to lose interest and go on to other things. In a competitive
world, any inaccuracy in prioritizing traffic can exacerbate the
access latencies, potentially turning away customers who were
deemed less important.

Mod_bandwidth [25] is an Apache bandwidth management
module that enforces per directory bandwidth limits based on
a number of configurable parameters. Bandwidth usage is lim-
ited by delaying packet delivery, with the side effect of in-
creasing client access latency. Because of the large sizes of

multimedia objects, per-packet delays may have an exagger-
ated impact on latency. Almeida et al. [26] describe a system
that uses a priority-based system to schedule the priority web
services to offer differentiated levels of service for web host-
ing services. Pandey et al. [27] describe a web server that al-
lows for setting priorities among page requests and allocating
server resources to enforce QoS constraints. Banga et al. [28]
describe a system that uses resource containers for providing
services based on the end-to-end resource container. Eggert et
al. [29] describe a web service that uses mechanisms such as
limiting process pool size, lowering process priorities and lim-
iting transmission rate to provide different levels of service.
Banâtre et al. [30] describe a system that uses profile-based
a predictive pre-fetching policy to improve response times for
related profiles. These priority based systems increase the ac-
cess latency for lower priority clients at the expense of higher
priority clients, potentially leading to unacceptable delays for
low priority clients.

Commercial systems such as WebQoS [31] from HP pro-
vides quality of service on the Web by using priority levels to
determine admission priority and performance-level. WebQoS
uses parameters such as source IP address, destination IP ad-
dress, URL, port number, hostname and IP type-of-service to
classify requests. The system uses these priorities in control-
ling the allocation of CPU and disk resources. Higher priority
requests are sent to servers running in separate ports that oper-
ate under different system priorities. The system uses priorities
to delay or deny service to lower priority clients. Though this
policy leads to predictable service for the preferred clients, the
lower priority clients can be turned away unnecessarily.

C. Application Level QoS techniques

Edell et al. describe an alternative ISP system called INDEX
[32] that offers differentiated quality of service. The users dy-
namically choose their level of network quality based on the
resource cost. Our work adds another dimension to the users
choice by allowing the user to select a lower quality multime-
dia object on a slower (cheaper) network in order to improve
the access latency.

Traditionally Web services have used mirroring as a means
for addressing the problem of exploding web traffic by repli-
cating objects closer to the end user. Vahdat et al. describe an
Active Name system [33] that solves the problem of locating
the closest mirrors by downloading computations into the net-
work infra-structure. A similar approach was used by systems
such as Active Caching [34] and Active Networks [35] to off-
load computations into the network infrastructure to reduce the
network load on the end servers.

Commercial systems such as Footprint [36] and FreeFlow
[37] enable web sites to migrate their contents and route the
user to the closest replica. Pricing for these services are based
on reserved and peak aggregate bandwidth.

Our work compliments these systems by allowing a web ser-
vice to manage its expensive network bandwidth consumption
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regardless of whether the object was served from the origin
server or from replicas.

VI. CONCLUSIONS ANDFUTURE WORK

In this paper, we explore a web service that uses informed
transcoding to manage its bandwidth consumption. We show
that transcoding can allow the server to manage its band-
width without adding excessive latency or denying service.
Transcoding also allows the web server to provide differen-
tiated service by allocating its bandwidth for different usage
classes. We show that the service degrades the quality grace-
fully for different user classes, while still managing overall
consumed bandwidth effectively. We are currently investigat-
ing techniques to allow web designers to specify the relative
importance of various multimedia components of web pages,
e.g., to specify the relative importance of objects allowing the
server to choose the transcoding level intelligently on a per-
object basis.
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