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Abstract With the proliferation of mobile streaming multimedia, available bat-

tery capacity constrains the end-user experience. Since streaming applications tend

to be long running, wireless network interface card’s (WNIC) energy consumption

is particularly an acute problem. In this work, we explore various mechanisms to

conserve client WNIC energy consumption for popular streaming formats such as

Microsoft Windows media, Real and Apple Quicktime. First, we investigate the

WNIC energy consumption characteristics for these popular multimedia streaming

formats under varying stream bandwidth and network loss rates. We show that even

for a high bandwidth 2000 kbps stream, the WNICunnecessarilyspent over 56%

of the time inidle state; illustrating the potential for significant energy savings.

Based on these observations, we explore two mechanisms to conserve the client

WNIC energy consumption. First we show the limitations of IEEE 802.11 power

saving mode for such isochronous multimedia streams. Without an understanding

of the stream requirements, these scheduled rendezvous mechanisms do not offer

any energy savings for multimedia streams over 56 kbps. We also develop history-

based client-side strategies to reduce the energy consumed by transitioning the

WNICs to a lower power consumingsleepstate. We show that streams optimized

for 28.8 kbps can save over 80% in energy consumption with 2% data loss. A high
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bandwidth stream (768 kbps) can still save 57% in energy consumption with less

than 0.3% data loss. We also show that Real and Quicktime packets are harder to

predict at the network level without understanding the packet semantics. Our work

enables multimedia proxy and server developers to suitably customize the stream

to lower client energy consumption.

1 Introduction

The proliferation of inexpensive, multimedia capable mobile devices and ubiqui-

tous high-speed network technologies to deliver multimedia objects is fueling the

demand for mobile streaming multimedia. Multimedia players for popular stream-

ing formats such as Microsoft media [23], Real [24] and Quicktime [2] are freely

available for commodity mobile devices such as laptops and PDAs (e.g. Compaq

iPAQ). Public venues [27] are also rapidly deploying high speed IEEE 802.11b

[19] based public wireless LAN networks.

As the technologies to create and deliver mobile multimedia streams to mobile

devices mature, battery capacity plays an important role in defining the end-user

experience. For example, a typical PDA such as the iPAQ (equipped with two 2850

mWh batteries, one each in the unit and the PCMCIA sleeve) consumes 929 mW

while fully operational [9,4]. System components such as wireless network inter-

face cards (WNIC), displays and CPUs consume significant amounts of power in

mobile devices. For example, a 2.4 GHz IEEE 802.11b Wavelan card [29,13] alone

consumes 1425 mW for receiving data and 1675 mW for transmitting data. A nec-

essary feature for mass acceptance of a streaming multimedia device is acceptable

battery life. Future trends in battery technologies alone (along with the continual

pressure for further device miniaturization) do not promise dramatic improvements

that will make this issue disappear.

Since streaming applications tend to be long running, WNIC energy consump-

tion is particularly an acute problem. Hence, it is important to look at techniques to

reduce the energy consumed by the network interface to download the stream. Typ-
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ically, system components can operate in several hardware states, each with their

own power consumption characteristics. For example, the 2.4 GHz IEEE 802.11b

Wavelan card consumes 177 mW while insleepstate, but consumes 1319 mW

while idle. If the WNIC stays inidle state (instead ofsleepstate) while waiting for

data packets, the overall energy consumed can be expected to be close to the energy

consumed while actually receiving data [29]. Tremendous advances in hardware

technologies for lower power devices must be matched with software schemes that

reduce the amount of time spent in high-power consuming states. Frequent transi-

tions to lower power consuming states can also be expected to allow the batteries

to exploit the battery “recovery” effect [3] to prolong battery life.

Traditionally, reducing the fidelity of the stream and hence the size is a popular

technique that is used to customize the multimedia stream for a low bandwidth

network. Reducing the amount of data can also be expected to decrease the total

energy consumed. However, if care is not taken to return the network interface to

the sleepstate as much as possible, reducing the amount of transmitted data will

have negligible effect on the client WNIC energy consumption.

Our primary goal in this work was to reduce the energy required to consume

a certain multimedia stream (of a given quality); not to reduce the overall energy

consumption by always watching a lower quality stream. We designed our sys-

tem to consume energy proportional to the stream quality. We assume that con-

tent providers broadcast multiple versions of the same stream with varying fideli-

ties. The users choose a particular stream based on their available battery capacity

and projected future usage requirements. Users can manually choose the appropri-

ate stream or the infra-structure can automatically redirect the user to the correct

stream. The specific mechanisms on how the user chooses a particular stream is

beyond the scope of this work.

First we investigate the energy consumption implications of changing the fi-

delity of popular multimedia streaming mechanisms under varying network con-

ditions. For our experiments, we explored Microsoft media [23], Real [24] and
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Quicktime [2] as popular streaming formats. We believe that these widely popular

formats are more likely to be deployed than custom streaming formats (that are

specially optimized for lower energy consumption). We show that Microsoft me-

dia tends to transmit packets at regular intervals while Real stream packets tend to

be sent closer to each other, especially at higher bandwidths. Quicktime packets

sometimes arrive in quick succession; most likely an application level fragmenta-

tion mechanism. For high bandwidth streams, Microsoft media exploits network-

level packet fragmentation, which can lead to excessive packet loss (and wasted

energy) in a lossy network. Overall, the WNIC spent most of the time waiting for

stream packets in higher power consumingidle state. Even for a high bandwidth

2000 kbps stream, the WNICunnecessarilyspent over 56% of the time inidle

state; illustrating the potential for significant energy savings.

Based on these observations, we explore two mechanisms to conserve the client

WNIC energy consumption. First, we explored the effectiveness of IEEE 802.11

power saving modes of operation. We show the limitations of MAC level IEEE

802.11 power saving mode for isochronous multimedia streams. The access points

have to balance potential energy savings for a single mobile client with a need

for fair allocation of network resources. Without an understanding of the stream

requirements, these MAC level mechanisms do not offer any energy savings for

multimedia streams over 56 kbps.

Next, based on our observations about the stream behavior, we developed his-

tory based client-side techniques to exploit the stream behavior and lower the en-

ergy required to receive these streams. We show that a Microsoft media stream

optimized for 28.8 kbps can save over 80% in energy consumption with 2% data

loss. A high bandwidth stream (768 kbps) can still save 57% in energy consump-

tion with less than 0.3% data loss. For high bandwidth streams, Microsoft media

exploits network level fragmentation, which can lead to excessive packet loss (and

wasted energy) in a lossy network. Real stream packets tend to be sent closer to

each other, especially at higher bandwidths. Quicktime packets sometimes arrive
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in quick succession; most likely an application level fragmentation mechanism.

Such packets are harder to predict at the network level without understanding the

semantics of the packets themselves. We believe that modifying Real and Quick-

time services to transmit larger data packets at regular intervals can offer better

energy consumption characteristics with minimal latency and jitter. Our work en-

ables multimedia proxy and server developers to suitably customize the stream to

lower client energy consumption.

The remainder of this paper is organized as follows: we present the experimen-

tal setup, evaluation methodologies, measurement metrics and the workloads used

in our study in Section 2. Section 3 analyzes the stream behavior and energy con-

sumption characteristics under different network conditions. Section 4 analyzes the

effectiveness of IEEE 802.11 power management scheme to conserve energy for

our streams. Section 5 explores client side policies to reduce the energy required

to receive these multimedia streams. Section 6 describes related work with conclu-

sions in Section 7.

2 Experiment Objectives and Design

2.1 Objectives

Our primary goal was to reduce the energy required by the wireless client to con-

sume a certain multimedia stream (of a given quality). We designed our experi-

ments to answer the following questions:

– What are the client energy consumption implications of viewing multimedia in

popular streaming formats?,

– Can we realize energy savings at the network MAC level without an under-

standing of the application level stream dynamics? and,

– Can we develop client-side strategies to reduce energy consumption?

We analyze the energy savings for the multimedia player alone. In general, client-

side policies require minimal modifications to the streaming server.
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Fig. 1 Experiment Setup

2.2 Experiment setup

The system setup that was used to analyze the energy consumption characteristics

of popular streaming formats is illustrated in Figure 1. The various components of

our system are:

– Multimedia Server: Our multimedia server (Dell 330) was equipped with a 1.5

GHz Pentium 4 with 512 MB of memory, running Microsoft Windows 2000

Server SP2. The server was running Windows Media Service, Realserver 8.0

and Apple Darwin Server (preview version 3.0).

– Traffic Shaper: The various network conditions were simulated using a dum-

mynet [25] based FreeBSD (http://www.freebsd.org/) traffic shaper. The traffic

shaper host (Dell 4400) consisted of a dual 933 MHz Pentium III Xeon with

1.5 GB of main memory, running FreeBSD 4.3 (STABLE).

– Wireless Access Point: For our experiments, we used a dedicated D-Link DWL

1000, Orinoco RG 1000 and Orinoco AP 500 access points. The AP 500 was

connected to an external range extender antenna. Throughout our experiments,

we had turned off the security encryption feature of the access points.

– Browser Stations: Since the fraction of WNIC energy consumption in a PDA

device is significantly more than a laptop device, we expect our results to have

a significant impact on an iPAQ device. We experimented with a Compaq iPAQ

3650 Pocket PC with 32 MB RAM running Windows CE 3.0 SP1 and a 11

Mbps Orinoco PCMCIA card. The iPAQ accessed Microsoft media using Me-

dia Player 7. We noticed that the media stream for the iPAQ player was similar

to the laptop player. Since the packet characteristics for the iPAQ were similar
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to the packets to the laptop player and since he Quicktime and Real players

were not available for the iPAQ, we only discuss results from the laptop player.

For our experiments, we utilized an IBM T21 laptop with 800 MHz Pentium

III processor, 256 MB RAM and running Windows 2000 Pro SP2. Wireless

connectivity was provided by an 11 Mbps Orinoco PCMCIA WLAN card. The

laptop accessed the streaming formats using Microsoft media, Real and Quick-

time players.

– Monitoring Station : The packets transmitted from the server to the browser

station was passively captured by the monitoring station, which was physically

kept close to the browser station and the wireless access point. The monitoring

station was a 500 MHz Pentium III laptop with 256 MB RAM and running

Redhat Linux 7.0. Packets were capturing using tcpdump 3.6.

It should be noted that the time stamps captured by tcpdump are the application

level packet delivery times (not the time that the packet reached the network

interface card). This is acceptable for our purposes because, any client side

adaptation systems will also receive the packets with the same time stamps as

tcpdump (and not the time that the packet reached the network interface).

2.3 Multimedia Stream Collection

For our experiments, we utilized the Wall (movie) theatrical trailer. We replayed

the trailer from a DVD player and captured the stream using the Dazzle Hollywood

DV Bridge. We utilized Adobe Premiere 6.0 to convert the captured DV stream to

the various streaming formats. The trailer was 1:59 minutes long. The Wall trailer

was digitized to a high quality stream and hence allowed us the flexibility of cre-

ating streams of varying fidelities. Hence, we utilize this stream for the rest of this

paper. We experimentally confirmed that our results are applicable for other pub-

licly available streams (of lower quality settings). In the interest of space, we only

discuss this video stream for the rest of this paper.
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Fig. 2 Stream network packet states (simplified)

2.4 Client-side History-based Policy

While developing the client-side adaptation policies, we envisioned a client-side

proxy architecture that allows the flexibility of manipulating the network interface

power states without actually modifying the media browsers or the servers them-

selves. Throughout our experiments, we utilized the following published power

parameters ([13,29]) for a Wavelan 2.4 GHz (11 Mbps) WNIC card: 177 mW -

sleepstate, 1319 mW -idle state, 1425 mW - receiving state and 1675 mW - trans-

mit state. We assumed that the wireless network provides an useful throughput of

4 Mbps. We also assumed that a transition from sleep to idle took 250µsec.

The various states of packet reception is shown by a simple illustration in Figure

2. Traditionally, the network interface switches between packetreceivestate and

idle state. We explore techniques that can transition the interface to thesleepstate

during theidle state. If the predictedsleepinterval was too conservative, then the

network interface spends the rest of the time inidle state, potentially missing on

further energy saving. If the predictedsleepinterval was too aggressive, then the

network interface might be asleep while a packet was being delivered, potentially

missing a data packet.

History based policies predict the requiredsleepinterval by averaging theidle

times over the pastHistory receive-idlecycles. We vary the dependence on past his-

tory by offsetting the average with a smallthresholdsuch thatPredictedSleepInterval

=

∑
History

PastIdleT imes

History - threshold. While receiving fragmented network packets,

the idle times are only computed for the first fragment. The network interface waits

for all subsequent fragments without a transition to thesleepstate.
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Table 1 Amount of data received

Stream
Format

Stream
bandwidth

Transmit (KB) Receive(MB)

Microsoft
Media

28.8 kbps 4.1 0.27
56 kbps 7.1 0.40
128 kbps 3.9 1.49
256 kbps 4.1 3.29
768 kbps 4.1 8.68
2 Mbps 4.2 26.30

Real

28 kbps 10.8 0.34
56 kbps 10.2 0.57
128 kbps 9.9 1.29
256 kbps 10.0 3.50
512 kbps 10.9 6.83

Quicktime

28.8 kbps 64.99 0.47
56 kbps 60.4 0.62
128 kbps 63.0 1.24
256 kbps 75.9 3.65

2.4.1 Performance metricsFor our experiments, we utilize the following perfor-

mance metrics to measure the efficacy of our approach:

– Energy consumed:The goal of these experiments is to reduce the energy con-

sumed by the WNIC.

– Percentage of data bytes dropped:This metric gives an indication of the mis-

predictions. The goal is to keep dropped data packets to a minimum.

3 Energy Consumption Characteristics of Popular Streaming Formats

In this section, we perform a detailed analysis of the energy implications of receiv-

ing network packets for popular streaming formats. In the next section, we explore

schemes that can be employed by a client-side proxy to conserve client WNIC

energy consumption.

We performed our experiments by streaming variations of the Wall trailer that

was transcoded for various network bandwidth requirements. The cumulative mul-

timedia data transferred to the client and the feedback transmitted from the client to

the server for Microsoft Media, Real and Quicktime are tabulated in Table 1. Over-

all, we note that the three formats send comparable amounts of multimedia data
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Fig. 3 Microsoft Media - Packet lengths to client on a network that does not drop any
packets

to the client. However, Quicktime utilizes more feedback bandwidth compared to

Real or Microsoft media. Quicktime also uses multiple UDP ports to transfer audio

and video information independently. The Microsoft media player on the iPAQ uti-

lized more feedback than the player on the laptop; presumably because the iPAQ

had a harder time keeping up with the stream.

3.1 Microsoft Media

In this section, we discuss our results from streaming Microsoft media. First we

present the results of tracing the packets for the Wall video clip under a network

with no packet loss. Next we present the results for a network which drops 5% of

the packets. We also present the energy consumed by the WNIC in receiving these

streams. In the following sections, we discuss similar results for transmitting the

multimedia stream in Real and Quicktime formats.

3.1.1 Network with no packet lossFor our experiments, the laptop player re-

quested unicast Microsoft media streams (MMS - UDP) that were optimized for

various available network bandwidths. The sizes of the packets received by the

laptop with time are plotted in Figure 3. We note that, for the first 10 seconds or
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Fig. 4 Microsoft Media - Closeup view of packets to client from 40:00 through 41:00
seconds since start of stream

so, the streams progressively adapted to consume the slated overall network band-

width.

We note that once the streams stabilize, they request packets of similar lengths;

higher quality streams result in larger packet sizes. Streams optimized for 28.8

kbps, 56 kbps, 128 kbps, 256 kbps, 768 kbps and 2 Mbps request packets of sizes

862 bytes, 834 bytes, 1305 bytes, 2893 bytes, 8831 bytes and 16112 bytes, re-

spectively. The underlying network layers fragment such large packets to smaller

fragments. In order to better visualize the stream dynamics, we highlight the packet

lengths for the duration of 40 through 41 seconds since the start of the stream as

well as the network packets (after fragmentation) in Figures 4(a) and 4(b) respec-

tively.

From Figure 4(a), we see that the media packets tends to be received at seem-

ingly constant intervals. Such constant packet intervals can assist us in developing

client-side policies to transition the WNIC tosleepstate often. From Figure 4(b),

we see that the underlying network fragments the packets (packets traversed an

Ethernet network with a MTU of 1500 bytes). These fragments are received back-

to-back in quick succession. Such dependence on network level fragmentation of

UDP packets restricts the resiliency of Microsoft media services in a noisy channel.

3.1.2 Network with 5% packet lossNext, we utilized the dummynet interface in

the traffic shaper node to randomly drop 5% of the network packets. The packet
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Fig. 5 Microsoft Media - Client on network with 5% random packet loss

lengths of multimedia streams customized for various client network bandwidths

on a network that randomly drops 5% of the packets are shown in Figure 5(a).

A closeup view of the network packets for duration between 40 and 41 seconds

since the start of the stream are shown in Figure 5(b). High bandwidth Microsoft

media streams are adversely affected by dropped fragments. The stream oscillates

between various client bandwidths, frequently changing the client stream quality.

Frequently a 2000 kbps stream adapts to a 131 kbps stream. Such frequent sender

initiated changes can adversely affect any adaptation policies explored in Section 5.

Such fragmentation also increases the wasted energy consumption at the client, the

network protocol stack would drop 10 good frames (of size 1500 bytes each) just

because the 11th frame (as part of a 16112 byte packet) was lost in transmission.

3.1.3 Energy consumed by the WNIC interfaceThe cumulative energy consumed

for the various Microsoft media streams are tabulated in Table 2. Our network

card consumes almost the same power toreceiveas well as inidle state. Hence, as

expected, there was a modest difference in the overall energy consumption among

the various transcoding levels, even though there was two orders of magnitude

difference in the amount of data received (from top to the bottom). This effect was

also noted by Stemm et al. [29]
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Table 2 Energy consumed by the WNIC for receiving multimedia streams (in Joules)

Stream
Format

Stream
bandwidth

Energy consumed (in Joules)
Network - 0% loss Network - 5% loss

Microsoft
Media

28.8 kbps 157.50 157.69
56 kbps 157.56 157.63
128 kbps 157.71 159.11
256 kbps 160.24 159.23
768 kbps 163.23 164.19
2 Mbps 174.79 163.92

Real

28.8 kbps 119.24 136.07
56 kbps 119.15 136.23
128 kbps 119.20 174.65
256 kbps 124.31 156.29
512 kbps 133.23 160.20

Quicktime

28.8 kbps 149.66 149.97
56 kbps 149.74 150.01
128 kbps 150.08 149.86
256 kbps 149.24 152.88
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Fig. 6 Real - Packet lengths to client on a network with 0% packet loss

3.2 Real

In the last section (Section 3.1), we analyzed the behavior of Microsoft media

streams. In this section, we perform similar analysis for Real streams under varying

network conditions and bandwidth requirements. We will continue with similar

analysis for Quicktime in the next section (Section 3.3).

3.2.1 Network with no packet lossFor our experiments, the laptop real player re-

quested UDP streams that were optimized for various network bandwidths. The
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Fig. 7 Real - Packet lengths to client on network with 5% packet loss

player was configured to turn off all local buffering (to prevent the players from

reading aheadinto the stream). Figure 6(a) plots the size of network packets re-

ceived by the laptop with time. A closer look at the size of packets received in

the interval 40 through 41 seconds since the start of the stream is illustrated in

Figure 6(b). From Figure 6(a), we notice that the packet sizes are more variable

than the packet sizes for Microsoft media (Figure 3). Individual packets are well

within 1500 bytes (MTU of the Ethernet segment) and hence are not fragmented

by the network. The packets tended to be received at much closer intervals than

for the Microsoft media packets. However, at the network level, the packets tend to

be evenly distributed (as compared to Microsoft media) because of the lack of net-

work fragmentation. It is interesting to note that most of the packets were received

within 100 seconds and the player essentially buffered the last 20 seconds of the

data (even though the player was configured to disable any local buffering).

3.2.2 Network with 5% packet lossNext, we utilized our dummynet infrastruc-

ture to randomly drop 5% of the network packets and repeated the experiment from

Section 3.2.1. The resulting packet lengths are plotted in Figure 7(a). A closer look

at the packets from time 40 through 41 seconds since the start are plotted in Figure

7(b). From Figure 7(a) we note that high quality streams show less variability than

when there was no packet loss. The amount of data received is also reduced as the

stream adapts to the lossy network. From Figure 7(b), we note that the high quality
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Fig. 8 Quicktime - Packet lengths to client on a network that does not drop any packets

stream packets are received less often than for a loss-less network, indicating an

adaptation to a lower quality stream.

3.2.3 Energy consumed by the WNIC interfaceThe cumulative energy consumed

for the various Real streams are tabulated in Table 2. As discussed earlier (Section

3.2.1), the entire Real stream was received in less than 100 seconds (instead of

119 seconds). Hence, Real avoids extraidle states and (apparently) consumes less

energy than Microsoft Media (Table 2). As discussed earlier (Section 3.1.3), for

a lossless network, reducing the stream bandwidth leads to modest reductions in

energy required by the network interface (for an order of magnitude reduction in

the amount of data). On a lossy network, the energy consumption fluctuates as the

network tries to adapt to the lossy nature of the network.

3.3 Quicktime

In Sections 3.1 and 3.2, we analyzed the behavior of Microsoft media and Real

streams. In this section, we continue our investigation into Quicktime streams.

3.3.1 Network with no packet lossThe laptop Quicktime player requested the

UDP streams at various transcoding levels. Throughout the experiments, local buffer-

ing in the player was disabled. Figure 8(a) plots the size of network packets re-

ceived by the laptop with time. A closer look at the size of packets received in the
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Fig. 9 Quicktime - Packet lengths to client on network with 5% packet loss

interval 40 through 41 seconds since the start of the stream is illustrated in Fig-

ure 8(b). From Figure 8(a), we notice that the packet sizes are even more variable

than the packet sizes for Microsoft media and Real (Figures 3 and 6(a), respec-

tively). Individual packets are well within 1500 bytes (MTU of the Ethernet seg-

ment) and hence not fragmented by the network. High bandwidth streams tend to

consist of packets that were sent in quick succession followed by extended idle in-

tervals (probably an application level fragmentation mechanism). In general, such

packet behavior are harder to predict at the network level without understanding

the packet semantics.

3.3.2 Network with 5% packet lossNext, we utilized our dummynet infrastruc-

ture to randomly drop 5% of the network packets and repeated the experiment from

Section 3.3.1. The resulting packet lengths are plotted in Figure 9(a). A closer look

at the packets from time 40 through 41 seconds since the start are plotted in Figure

9(b). From Figure 9(a) we note similar effects of application level fragmentation

mechanisms (discussed in Section 3.3.1).

3.3.3 Energy consumed by the WNIC interfaceThe cumulative energy consumed

for the various Quicktime streams are tabulated in Table 2. As discussed earlier

(Section 3.1.3), there was little difference in the overall energy consumption among

the various streaming transcoding levels (even though there was an orders of mag-

nitude difference in the amounts of data received).
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Table 3 Idle times for the various streaming formats

Stream
Format

Stream
bandwidth

Network (0% pkt loss) Network (5% pkt loss)
Idle Receive Idle Receive

Microsoft
Media

28.8 kbps 122.08 0.55 122.72 0.49
56 kbps 118.73 0.83 122.23 0.84
128 kbps 116.38 3.05 117.49 3.06
256 kbps 116.28 6.75 115.19 7.14
768 kbps 104.73 17.78 97.142 21.88
2000 kbps 69.62 53.88 102.95 19.79

Real

28 kbps 89.69 0.72 102.44 0.73
56 kbps 89.14 1.19 102.00 1.19
128 kbps 87.60 2.66 131.40 1.04
256 kbps 86.65 7.20 110.89 7.20
512 kbps 109.97 14.01 116.72 4.53

Quicktime

28.8 kbps 138.09 1.10 127.60 1.14
56 kbps 132.30 1.40 134.80 1.44
128 kbps 135.92 2.69 138.47 2.50
256 kbps 125.67 6.76 148.90 5.48

3.4 Operating system influence

The server operating system, with its unique scheduling characteristics might affect

the transmission characteristics for the various multimedia services. We performed

experiments to identify the effects of the server operating system on the stream

reception characteristics. We streamed the Apple Quicktime streams from a Dual

933 MHz Pentium Xeon machine running FreeBSD 4.5 (STABLE). We verified

that the client stream reception characteristics were similar to the streams broadcast

from the Windows 2000 Server. We did not have access to Real and Microsoft

media servers for other alternative operating systems, but fell confident that the

operating systems do not significantly affect the stream transmissions.

3.5 Energy saving potential

Before we investigate energy consumption reduction strategies, first we tabulate

the overall idle slots in our stream traces in Table 3. We note that for low quality

streams, the network interface is idle for almost all the time. Even for high quality
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Fig. 10 Duration between network packets received by the client (Microsoft media)
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Fig. 11 Duration between network packets received by the client (Real)
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Fig. 12 Duration between network packets received by the client (Quicktime)

streams, the network interface is idle for more than half the time. Thus, it should

be possible to save at least 50% ofidle power.

To summarize, in this section we analyzed the energy implications of receiv-

ing network packets for the various streaming formats. We showed the potential

for significant energy savings. We noted that Microsoft media packets transmitted
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Beacon
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Access
Point

Wireless
Client

Beacons PS Poll

Unicast packet Multicast packet

Wait
Interval

Fig. 13 IEEE 802.11 Power Saving Mode (simplified)

large packets at fairly regular intervals. Some of these large packets are fragmented

in the network layers. Such fragmented packets tend to be transmitted together;

affecting the inter-packet arrival times. Real and Quicktime tend to show more

variation in the packet sizes and packet inter-arrival times. Real transmits most of

the data in 100 seconds and hence (apparently) consumes less energy to receive

the stream. Quicktime packets were received in quick succession followed by pro-

longed idle times, signifying an application level packet fragmentation mechanism.

Such packet behavior are harder to predict at the network level without understand-

ing the packet semantics.

4 Implications of IEEE 802.11 Power Management in Wireless Access Points

In the last section, we showed the potential for significant energy savings. In this

section, we explore the effectiveness of IEEE 802.11 MAC level power saving

mode for conserving the client WNIC energy consumption. In the next section, we

investigate a client side mechanism to predict the packet arrival times in order to

effect a transition the WNIC to a lower power consuming state to conserve energy.

The IEEE 802.11 wireless LAN access standard [18] defines a power saving

mode of operation wherein the wireless station and the access point cooperates
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to conserve energy (illustrated in Figure 13). The wireless station informs the ac-

cess point of its intention to switch to power saving mode. Once in power saving

mode, the wireless station switches the WNIC cards to a lower powersleepstate;

periodically waking up to receive beacons from the access point. The access point

buffers any packets for this station and indicates a pending packet using a traffic

indication map (TIM). These TIMs are included within beacons that are periodi-

cally transmitted from the access point. On receipt of an indication of a waiting

packet at the access point, a wireless client sends a PS poll frame to the access

point and waits for a response in the active (higher energy consuming) state. The

access point responds to the poll by transmitting the pending packet or indica-

tion for future transmission. The access point indicates the availability of multiple

buffered packets using theMoredata field. Note that the standard does not define a

power saving transmit mode for the wireless station itself, it can transmit a packet

whenever it wants (regardless of the beacon).

At first glance, it would appear that the 802.11 power saving mode can indeed

allow the wireless clients to conserve energy by allowing them to frequently tran-

sition to lower power consumingsleepstate. However, the potential energy saving

depends on minimalWait interval (time between the transmission of PS poll mes-
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sage and receipt of the data packet; illustrated in Figure 13). The IEEE 802.11 stan-

dard does not specify any time bound for thisWait interval. For a general purpose

wireless access point, reducing theWait interval has the inadvertent side effect of

increasing the priority of data packets for wireless stations operating in the power

saving mode. Access point manufacturers typically associate power saving mode

as a lower throughput state.

In order to understand the implications of this wait interval, we developed a

energy simulator that modeled the various power saving states of the 2.4 GHz Lu-

cent wireless card [28,13]. We chose a beacon interval of 100 ms (used by Orinoco

access points) and varied the averageWait times for reasonable values of 0 through

1000 msec. The access points are modeled with infinite buffer space; as the wait

times increase, more packets are buffered and are sent back-to-back in succession.

A realistic access point would drop these packets once the buffers fill up.

We plot the results for varying the averageWait interval for our reference

streams. To receive these streams, the WNICs needed to be in activeread state

for 43.63%, 11.30% and 5.11% of the time, which corresponds to a necessary en-

ergy consumption of 90.24, 42.94 and 33.57 Joules, respectively. From Figure 14,

we note that the potential energy saving is heavily dependent on the averageWait

intervals. Wait times of zero illustrates the necessary energy consumption values.

For average wait times less than 100 msec, even small increase in averageWaits

can drastically affect the energy saving. However, larger wait times do not offer

much energy savings.

Hence, we tried to measure the actualWait times for typical access points. We

carefully disassembled the plastic shielding around a Orinoco Silver PC card and

hooked two voltage probes around the two status LEDs. The first LED showed

the card power state (transitioning to a high voltage stage while the card is active)

while a second LED showed when a data packet was transmitted or received. We

connected the PC card to an external Orinoco range extender antenna to reduce

the effects of our instrumentation on the proper operation of the wireless card.
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We used this instrumented PC WNIC card on laptops running MS Win 2000, Win

98, Redhat Linux 7.2 and Compaq iPAQ; configured the PC card to operate in

power saving mode and watched media streams using MS Media, Real and Apple

Quicktime players for the Windows machines, Real for Linux and PocketTV and

MS Media players for the iPAQ. For our study, we used Orinoco RG 1000, Orinoco

AP 500 and D-Link DWL 1000 access points. All the access points were set up on

a dedicated LAN segment (with no background network traffic) and operating on

the same wireless channel.

We noticed that Orinoco RG 1000 and AP 500 access points used a beacon

interval of 100 msec (in spite of our attempts at changing this interval; the Linux

drivers provides an API to request a different beacon interval). The D-Link DWL

1000 allowed us to choose an interval of either 160 msec or 80 msec; the Windows

driver did not allow us to modify this interval and chose 80 msec for TIM. We plot

several representative results for the card status during our experiment in Figure

15. Note that the different plots show different parts of the video stream. We show

the results for several low bitrate streams. These lower quality streams transmit

less date and can be expected to offer considerable energy savings. In each graph,

the plot for Channel 2 (top) shows the duration that the card stays in active state.

Channel 1 (bottom) shows the duration when an actual packet is either transmitted

or received at the card. Ideally, we want the top plot to be active for the least amount

of time; appearing similar to the bottom plot.

Figure 15(a) plots the results for viewing a MS stream at 56 kbps using the

iPAQ device. From Figure 15(a), we note that the power save mode sometimes

works optimally. The first two data packets were received with the card in higher

power state for the least amount of time. The third packet however triggers the

card to stay in higher energy consuming state for a long time, the access point does

not transmit the next packet until the next beacon interval (aWait interval of 100

msec). Also in Figure 15(b), we notice longer wait intervals for watching a Real

stream at 56 kbps. As noted in Section 3, Real tends to spend many smaller packets
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(a) iPAQ, MS Media stream at 56 kbps,
Orinoco AP500 Access point

(b) Windows 2000, Real stream at 56 kbps,
Orinoco AP500 Access point

Fig. 15 Status of IEEE 802.11b wireless PC card in powersave mode (the top plot (Ch 2)
shows the WNIC power state and the bottom plot (Ch 1) shows data transmission/reception
intervals. The x-axis shows the time in 100 msec ticks with voltage along the y-axis)

(as compared to Microsoft media). Such packets tend to leave the WNIC at higher

energy consuming active state while the access points tries to operate “fairly” for

a general audience. In fact, we noticed that watching any stream over 56 kbps

tends to completely leave the WNIC in higher energy consuming active state (even

though it must be possible to keep theWait times lower, albeit consuming most of

the available bandwidth).

In general, we believe that the 802.11b power saving mode has limitations for

saving client WNIC energy consumption for the following reasons:

1. Power save operation not application aware:With thenotification(TIM) →
request(PSpoll) → datatransmission model of operation, the IEEE 802.11b

standard assumes that the data traffic is sporadic and well behaved (few packets

spread evenly). On the other hand, multimedia streams tend to be isochronous.

Formats such as Real tends to transmit smaller packets at close intervals. For-

mats such as MS media tends to utilize network fragmentation leading to frag-

mented packets sent closer to each other. Delaying parts of a fragment can delay

the delivery of the entire packet to the multimedia browser.

2. Access point behavior hardware dependent:The potential energy saving

depends on the policy choices at both the access point and the mobile client
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station. A general access point needs to balance the need for power saving on

a single client with fairly sharing the available bandwidth. Even with no other

clients to share the bandwidth, the access points tested still tended to keep the

clients waiting for extended periods of time.

5 Strategies for adapting client network interface to lower power state

In Section 3, we analyzed the packet reception behavior for the various streaming

formats under changing network conditions. In the previous section, we discussed

the limitations of utilizing the 802.11b MAC power management scheme for popu-

lar streaming media formats. In this section, we exploit some of these transmission

characteristics to develop policies to aggressively transition the network interface

into a lower powersleepstate. In a 802.11b wireless network, if a network inter-

face is insleepmode during a packet transmission, the packet is not received at the

client. So it is imperative that the network interface be ready for the packet. Our

goal is to develop policies that allow the network interface to enter thesleepstate

as much as possible; without losing network packets.

In order to develop such transition strategies, first we plot the inter-packet ar-

rival times for the various streaming formats under changing network conditions in

Figures 10,11 and 12. In Figure 10(a), we note the presence of fragmented network

packets for Microsoft media streams (consecutive packets of 0 ms inter-arrival

times). In general, the inter-packet arrival times for Microsoft media streams are

fairly constant. Quicktime tends to send multiple packets right after each other,

with inter-packet arrival times of 0 ms (Figure 12(a). High quality Real stream

sends packets with small inter-packet arrival times (less than 50 msec) (Figure

11(a)). Predicting inter-arrival times offer us an opportunity to transition the in-

terface to thesleepstate to conserve energy. We will present our results for the

client-side history-based policy outlined in Section 2.4.
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Fig. 16 Microsoft media - History based scheme (0% network packet loss)

5.1 History based policies

Recall that history based policies predict the requiredsleepinterval by averag-

ing the idle times for the pastHistory receive-idle cycles. We vary the depen-

dence on past history by offsetting the average with a smallthresholdsuch that

Predicted sleep interval =
∑

History
Past idle times

History − threshold.

5.1.1 Network with no packet lossWe vary theHistoryandthresholdparameters

and plot the energy consumed and percentage bytes dropped (for select network

bandwidths) for Microsoft media, Real and Quicktime in Figures 16, 17 and 18,

respectively. The goal is to choose policies that reduce the energy consumed while

losing the least amounts of data.

First we analyze the performance of history-based client-side approaches for

Microsoft media streams optimized for 28.8 kbps. We plot the total energy con-

sumed as well the percentage of data bytes dropped in Figures 16(a) and 16(b),
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Fig. 17 Real - History based scheme (0% network packet loss)

respectively. We note that energy consumed continues to decline as thethreshold

is reduced. Since Microsoft media tends to transmit data packets at fairly regular

intervals (Section 3.1.1), the effect ofthresholdparameter is minimal; the sim-

ple history based prediction mechanisms perform acceptably. However, when the

thresholdis reduced below 0.02 seconds, there is a dramatic increase in the amount

of data lost (to account for the slight variations in the times at which the packets are

received). At a threshold of 0.02 second, the stream consumes 30 Joules (against

160 Joules for the traditional case) while only losing 2% of the data. Similarly, for

a stream optimized for 768 kbps (Figures 16(c) and 16(d), there is a sharp increase

in loss rate as we reduce thethresholdbelow 0.02 seconds. For a policy that looks

at a History of 5 levels, athresholdof 0.02 seconds only requires 70 Joules of

energy (as opposed to 160 Joules) while losing 0.3% of the data packets.

We perform similar analysis for Real streams and plot the results in Figure 17.

Figure 17 shows the trade off betweenthresholdand cumulative energy consump-
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Fig. 18 Quicktime - History based scheme (0% network packet loss)

tion and percentage data loss. We notice that theHistoryparameters have minimal

influence, while the proper choice ofthresholdhas a significant influence on the

energy consumed and the amount of data bytes lost. For a stream optimized for

28.8 kbps (Figures 17(a) and 17(b)), a stream that consumes 30 Joules drops over

20% of the data bytes (as opposed to 2% for Microsoft media). From Figures 17(c)

and 17(d), we notice that high bandwidth Real streams offer little opportunity for

energy conservation by switching to low power states. Reducing the cumulative

energy consumption to 100 Joules results in a loss of over 40% of the data bytes.

Similarly, utilizing a history-based client-side approach, the total energy con-

sumed to receive network streams as well as the amount of bytes lost for trans-

mitting in Quicktime format at network bandwidths of 28.8 kbps and 512 kbps are

illustrated in Figure 18. We note that aHistoryparameter of 1 offers some benefit.

For a stream optimized for 28.8 kbps, a stream that consumes 40 Joules (close to

the Microsoft media’s 30 Joules) drops 25% of the data bytes (as opposed to 2% for
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Microsoft media). As noted in Section 3.3.1, Quicktime seems to perform applica-

tion level fragmentation, where packets are sent in quick succession followed by

long idle intervals. Such transmission patterns are harder to predict with a history

based approach. Hence, Quicktime stream format is less amenable to schemes that

predict the future packet arrival times based on the past arrival intervals.

We performed similar experiments for a lossy network (5% loss). In the inter-

est of space, we do not plot the results; but note that we observed similar results

to a lossless network. Microsoft media under lossy conditions exhibits less energy

savings from history based approaches. Real and Quicktime performed little worse

under lossy network conditions. The results for the different formats under varying

network bandwidth and loss parameters are tabulated in Table 4. We note that sig-

nificant energy consumption gains with minimal data loss can be expected for for-

mats which tend to packets at a constant rate. Microsoft media tends to send packets

at a constant pace and so can benefit from simple history based approaches. Quick-

time tends to send packets in quick succession followed by prolonged idle intervals.

Such packets are harder to predict at the network level without understanding the

packet semantics. Saving energy under such network packet conditions comes at

high data loss rates. On the other hand, Real packets are highly unpredictable and

hence offer little possibility for history based prediction mechanisms (attenuated

by highthreshold).

6 Related Work

There has been considerable work on power management for components of a mo-

bile device. This work includes spin-down policies for disks and alternatives [32,

20,7,14], scheduling policies for reducing CPU energy consumption [31,12] and

managing wireless communications [15,6,16,26]. A number of previous works

have performed detailed analysis of the behavior and access dynamics of various

systems. For example, Mena et al. [22] analyzed Real audio traffic. Such analysis

were later exploited in improving the overall system performance.
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Table 4 energy consumed and % packets dropped by the history based approach

Stream
Format

Stream
b/w

Network 0% loss Network 5% loss
Threshold
(in sec)

Energy
(in J)

Bytes
dropped
(%)

Energy
(in J)

Bytes
dropped
(%)

Microsoft
Media
(His-
tory=1)

28.8 kbps 30 2 30 8 0.02
56 kbps 35 1 36 8 0.02
128 kbps 52 2 52 8 0.02
256 kbps 60 0.5 63 6 0.02
768 kbps 70 0.25 81 3.5 0.02
2000 kbps 135 0.15 75 4.5 0.022

Real (His-
tory=5)

28 kbps 55 10 100 12 0.1
56 kbps 116 4 130 6 0.1
128 kbps 82 11 60 25 0.03
256 kbps 120 5 150 8 0.03
512 kbps 132 8 43 24 0.02

Quicktime
(His-
tory=1)

28.8 kbps 40 25 50 28 0.02
56 kbps 41 30 57 30 0.02
128 kbps 38 38 37 26 0.02
256 kbps 47 23 61 20 0.02

Our work is similar in spirit to the work of Feeney et al. [10]. They obtain

detailed measurements of the energy consumption of an IEEE 802.11 wireless net-

work interface operating in an ad hoc networking environment. They showed that

the energy consumption of an IEEE 802.11 wireless interface has a complex range

of behavior and that the energy consumption was not synonymous with bandwidth

utilization. Our work explores similar techniques for WNIC energy management

for multimedia traffic.

Lorch et al. [21] presented a survey of the various software techniques for en-

ergy management. Havinga et al. [13] presented an overview of techniques for en-

ergy management of multimedia streams. Agrawal et al. [1] described techniques

for processing video data for transmission under low battery power conditions.

Corner et al. [5] described the time scales of adaptation for mobile wireless video-

conferencing systems.

Ellis [8] advocates high level mechanisms for power management. Flinn et al.

[11] demonstrated such a collaborative relationship between the operating system

and application to meet user-specified goals for battery duration. Vahdat et al. [30]
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proposed that energy as a resource should be managed by the operating system.

Kravets et al. [17] advocated an end-to-end model for conserving energy for wire-

less communications. In this work, we explore high level mechanisms to enable the

mobile client to transition to lower power states and reduce overall energy require-

ments.

7 Conclusions

In this paper, we analyzed the network behavior and energy consumption charac-

teristics of popular multimedia streaming formats; serving streams optimized for

various network bandwidths and loss conditions. We explored Microsoft media,

Real and Quicktime as the popular formats. We showed that:

– Microsoft media tends to transmit packets at fairly regular intervals. This facil-

itates history-based approaches to predict the arrival time of streaming packets.

For high bandwidth streams, Microsoft media uses network level fragmenta-

tion. On a lossy network, such fragmentation leads to excessive packet loss

(and wasted energy) as a loss of single fragment leads to a loss of the entire

streaming packet. Microsoft media consumes about 160 Joules of energy at the

WNIC to receive the stream.

– Real transmits packets that are well below the MTU of the Ethernet links and

so the packets are not fragmented in the network. Real stream packets tend to

be sent closer to each other, especially at higher bandwidths. Real streams for a

120 second segment was received in 100 seconds. This allowed the Real stream

to consume less energy; Real streams consume about 120 Joules of energy at

the WNIC to receive the video stream.

– Quicktime transmits packets at intervals that are less predictable than Microsoft

media. Quicktime packets sometimes arrive in quick succession; most likely an

application level fragmentation mechanism. Such packets are harder to pre-

dict at the network level without understanding the semantics of the packets
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themselves. In general, Quicktime consumes about 160 Joules of energy at the

WNIC to receive the video stream.

We show the limitations of IEEE 802.11 power saving mode for receiving pop-

ular multimedia streams (Microsoft media, Real and Quicktime). We showed that

the non-deterministic TIM interval and the associatedWait interval can adversely

affect the potential energy savings. We showed that the WNICs effectively switch

out of the power saving modes for even moderately high bandwidth streams (128

kbps). Also, a single TIM can reduce the energy savings for multiple clients con-

tending for the same TIM beacons by increasing the wait intervals for each stream.

We used these findings to develop a history-based client-side approach that uti-

lizes the past history to predict the amount of time the WNIC spends insleepstate

in order to conserve energy. We show that

– Microsoft media benefits immensely from a history-based client-side mecha-

nism. For example, switching to a stream optimized for 28.8 kbps network only

consumed 30 Joules (as opposed to 160 Joules) while losing 2% of the data

bytes. A higher bandwidth stream at 768 kbps still consumes 70 Joules while

losing 0.25% of the data bytes. A lossy network increases the data loss rate with

similar energy savings.

– We showed that formats that send packets in less predictable fashion (Quick-

time and Real) do not benefit much from a history-based client-side approach.

Quicktime consumes less energy (about 40 Joules) but loses more data bytes

(about 30%). Real on the other hand loses less data (about 10%) but offers little

energy saving (about 100 Joules).

We believe that modifying Real and Quicktime services to transmit larger data

packets at regular intervals can offer better energy consumption characteristics with

minimal latency and jitter.
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